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1 Executive summary

The deliverable D2.2 "CloudButton Architecture Specs and Early Prototypes" aims to present the specification of the CloudButton architecture that describes how the various components and building blocks fit together and suitably communicate and interact.

This deliverable also describes the testbed that will be used to validate project results, and presents the progress of the three CloudButton use cases: Genomics, Metabolomics and Geospatial.

The document is structured as follows. Section 2 provides a brief introduction to the deliverable. Section 3 presents the project vision and an analysis of Serverless Analytics State of the Art. In section 4 we present our reflections on several paths to achieve transparency in disaggregated systems. Section 5 describes the project Architecture and main building blocks whereas section 6 provides a description of the project testbed. Sections 7-9 are devoted to the description of the use cases. Finally, section 10 contains the conclusions of this document.
2 Introduction

With the emergence of serverless computing, the cloud has found a new paradigm that removes much of the complexity of its usage by abstracting away the provisioning of compute resources. This fairly new model was culminated in 2015 by Amazon in its Lambda service. This service offered cloud functions, marketed as FaaS (Function as a Service), and rapidly became the core of serverless computing. We say “core”, because cloud platforms usually provide specialized serverless services to meet specific application requirements, packaged as BaaS (Backend as a Service). However, the words “serverless computing” and “FaaS” are often used interchangeably, and so occurs in this deliverable, which is focused on the FaaS model. The reason why FaaS drew widespread attention is because with FaaS platforms, a user-defined function and its dependencies are deployed to the cloud, where they are managed by the cloud provider and executed on demand. Simply put, users just write cloud functions in a high-level language and the serverless systems is who manages everything else: instance selection, auto-scaling, deployment, sub-second billing, fault tolerance, and so on. The programming simplicity of functions paves the way to soften the transition to the cloud ecosystem for end users.

This new cloud paradigm suits well for many applications, and researchers have already begun investigating the feasibility of serverless computing for data analytics. Unfortunately, today’s serverless computing presents important limitations that make it really difficult to support all sorts of analytics workloads. In this deliverable we identify three fundamental trade-offs of today’s serverless computing model and their relationship with data analytics. The consequence of these trade-offs is that analytics applications may well end up embracing hybrid systems composed of serverless and serverful components.

We also review the state of the art on Serverless Analytics, and identify that most of serverless data analytics systems are good examples of these hybrid systems composed of serverless and serverful components.

Another aspect that we analyze in this deliverable is how to achieve transparency when moving existing codebases to the serverless paradigm. Full transparency implies that we can compile, debug and run unmodified single-machine code over effectively unlimited compute, storage, and memory resources. We elaborate in this deliverable why resource disaggregation in serverless computing can be the definitive catalyst to enable almost full transparency in the Cloud.

This vision of full transparency has implications for the development of applications in the Cloud and also means that CloudButton should aim to minimize the creation of new Cloud APIs, and instead rely on the interception of existing programming libraries for accessing remote computing resources. In this deliverable, we present an overall view of the project architecture, showing the software pillars that share this CloudButton goal of expressing a wide range of existing data-intensive applications with minimal changes.

We also present the main lines of integration between project results, highlighting CNCF technologies and Knative as the unifying framework for all the software components created in the context of the CloudButton project.

Finally, this deliverable describes the testbed that will be used to validate project results, and presents the progress of the three CloudButton use cases: Genomics, Metabolomics and Geospatial.
3 Project Vision

Current practice shows that the FaaS model is well suited for many types of applications, provided that they require a small amount of storage and memory. Indeed, this model was originally designed to execute event-driven, stateless functions in response to user actions or changes in the storage tier (e.g., uploading a photo to Amazon S3), which encompasses many common tasks in cloud applications. What was unclear is whether or not this new computing model could also be useful to execute data analytics applications.

This question was answered partially in 2017 with the appearance of two relevant research articles [1] [2] that demonstrated that Serverless Function as a Service (FaaS) could sustain massively parallel computations in the Cloud. The former presented ExCamera, providing on-the-fly video encoding over thousands of Amazon Lambda Functions. ExCamera proved to be 60% faster and 6x cheaper than using VM instances. Another relevant work is the "Occupy the Cloud" paper, showcasing simple MapReduce jobs executed over Lambda Functions in their PyWren prototype. In this case, PyWren was 17% slower than PySpark running on r3.xlarge VM instances. But the authors claimed that the simplicity of configuration and inherent elasticity of Lambdas justified the performance penalty. In this paper, they did not compare the costs between their lambdas and the VM experiments.

Both research works demonstrated the enormous potential of serverless data analytics. The two major advantages are clearly the simplicity and the massive scalability and elasticity of the model. On the one hand, the scaling, deployment, provisioning, fault-tolerance, and monitoring of functions is delegated to the cloud provider. Furthermore, the programming simplicity of functions clearly paves the way to a smooth Cloud transition. On the other hand, the transparent and almost infinite elasticity boosts the analysis of huge data volumes accessible in Cloud Object Stores.

But Serverless Computing is nowadays not adequate for many data analytics tasks due to two fundamental problems: high cost and lack of performance compared to Cluster Computing or even VMs running Spark. Two recent articles have outlined the major limitations of the Serverless model in general: [3] and [4]. In the latter, they review the performance and cost of several data analytics applications. They show that MapReduce Sort (100TB) was 1% faster than VMs, but costing 15% higher; Linear Algebra (NumPyWren) was 3x slower than an MPI implementation in a dedicated cluster, but only valid for large problem sizes; and Machine Learning pipelines (Cirrus) were 3x-5x faster than VM instances, but up to 7x higher total cost.

Furthermore, existing approaches must rely on auxiliary Serverful services to circumvent the limitations of the stateless serverless model. PyWren uses Amazon S3 for storage, coordination, and communication, Locus uses Redis ElastiCache In-memory system, ExCamera relies on an external rendezvous and communication service, or Cirrus relies on disaggregated in-memory servers.

In deliverable D2.1 [5], we identified the hybrid applications combining Serverless and Serverful services as ServerMix, and we showed how most related work can be classified under the ServerMix umbrella term.

We also identified three important tradeoffs of the Serverless model and how these tradeoffs could be relaxed to obtain more performance:

1. Relaxing disaggregation: Using locality in memory or function placement could boost performance. Moving from a serverless data-shipping model to benefit from computation close to the data could easily achieve performance improvements. But disaggregation is the fundamental pillar of elasticity in the Cloud.

2. Relaxing isolation: Co-locating related functions (namespaces) in the same containers, and reusing containers could also improve performance. Providing direct communication between functions could also facilitate shared replicated memory models. Leveraging lightweight containers or even using language-level constructs would also reduce cold starts and boost inter-function communications. But isolation is the basis for multi-tenancy and security.

3. Flexible QoS and scheduling: To ensure SLAs it could be possible to implement more sophisticated scheduling algorithms that can reserve resources or entire nodes to functions, or even
execute them in specialized hardware like GPUs. But simple location-agnostic scheduling is the basis for reduced start times and increased cloud resource utilization.

We claimed that the so-called "limitations" of the serverless model are indeed its defining traits. When applications should require aggregation (computation close to the data), relaxing isolation (co-location, direct communication), or tunable scheduling (predictable performance, hardware acceleration) a suitable solution is to build a ServerMix.

Therefore, in CloudButton project we advocate for (i) Smart Scheduling as a mechanism for providing transparent provisioning to applications while optimizing the cost-performance tuple in the Cloud, (ii) Fine-grained State Disaggregation thanks to Serverless Mutable Consistent State services, and (ii) Lightweight and Polyglot Serverful Isolation: novel lightweight Serverful FaaS runtimes based on WebAssembly as universal multi-language substrate.

3.1 Serverless Analytics State of the Art

Despite the stringent constraints of the FaaS model, a number of works have managed to show how this model can be exploited to process and transform large amounts of data [2, 6, 7], encode videos [1], and run large-scale linear algebra computations [8], among other applications. Surprisingly, and contrary to intuition, most of these serverless data analytics systems are indeed good ServerMix examples, as they combine both serverless and serverful components.

In general, most of these systems rely on a external, serverful provisioner component [2, 6, 7, 1, 8]. This component is in charge of calling and orchestrating serverless functions using the APIs of the chosen cloud provider. Sometimes the provisioner is called “coordinator” (e.g., as in ExCamera [1]) or “scheduler” (e.g., as in Flint [7]), but its role is the same: orchestrating functions and providing some degree of fault tolerance. But the story does not end here. Many of these systems require additional serverful components to overcome the limitations of the FaaS model. For example, recent works such as [9] use disaggregated in-memory systems such as ElastiCache Redis to overcome the throughput and speed bottlenecks of slow disk-based storage services such as S3. Or even external communication or coordination services to enable the communication among functions through a disaggregated intermediary (e.g., ExCamera [1]).

To fully understand the different variants of ServerMix for data analytics, we will review each of the systems one by one in what follows. Table 1 details which components are serverful and serverless for each system.

PyWren [2] is a proof of concept that MapReduce tasks can be run as serverless functions. More precisely, PyWren consists of a serverful function scheduler (i.e., a client Python application) that permits to execute “map” computations as AWS Lambda functions through a simple API. The “map” code to be run in parallel is first serialized and then stored in Amazon S3. Next, PyWren invokes a common Lambda function that deserializes the “map” code and executes it on the relevant datum, both extracted from S3. Finally, the results are placed back into S3. The scheduler actively polls S3 to detect that all partial results have been uploaded to S3 before signaling the completion of the job.

IBM-PyWren [6] is a PyWren derived project which adapts and extends PyWren for IBM Cloud services. It includes a number of new features, such as broader MapReduce support, automatic data discovery and partitioning, integration with Jupiter notebooks, and simple function composition, among others. For function coordination, IBM-PyWren uses RabbitMQ to avoid the unnecessary polling to the object storage service (IBM COS), thereby improving job execution times compared with PyWren.

ExCamera [1] performs digital video encoding by leveraging the parallelism of thousands of Lambda functions. Again, ExCamera uses serverless components (AWS Lambda, Amazon S3) and serverful ones (coordinator and rendezvous servers). In this case, apart from a coordinator/scheduler component that starts and coordinates functions, ExCamera also needs of a rendezvous service, placed in an EC2 VM instance, to communicate functions amongst each other.

Stanford’s gg [10] is an orchestration framework for building and executing burst-parallel applications over Cloud Functions. gg presents an intermediate representation that abstracts the compute
Table 1: *ServerMix* applications

<table>
<thead>
<tr>
<th>Systems</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><em>Serverful</em></td>
</tr>
<tr>
<td>PyWren [2]</td>
<td>Scheduler</td>
</tr>
<tr>
<td>IBM PyWren [6]</td>
<td>Scheduler</td>
</tr>
<tr>
<td>ExCamera [1]</td>
<td>Coordinator and rendezvous servers (Amazon EC2 VMs)</td>
</tr>
<tr>
<td>gg [10]</td>
<td>Coordinator</td>
</tr>
<tr>
<td>Flint [7]</td>
<td>Scheduler (Spark context on client machine)</td>
</tr>
<tr>
<td>Numpywren [8]</td>
<td>Provisioner, scheduler (client process)</td>
</tr>
<tr>
<td>Cirrus [4]</td>
<td>Scheduler, parameter servers (large EC2 VM instances with GPUs)</td>
</tr>
<tr>
<td>Locus [9]</td>
<td>Scheduler, Redis service (AWS ElastiCache)</td>
</tr>
</tbody>
</table>

and storage platform, and it provides dependency management and straggler mitigation. Again, gg relies on an external coordinator component, and an external Queue for submitting jobs (gg’s thunks) to the execution engine (functions, containers).

Flint [7] implements a serverless version of the PySpark MapReduce framework. In particular, Flint replaces Spark executors by Lambda functions. It is similar to PyWren in two main aspects. On one hand, it uses an external serverful scheduler for function orchestration. On the other hand, it leverages S3 for input and output data storage. In addition, Flint uses the Amazon’s SQS service to store intermediate data and perform the necessary data shuffling to implement many of the PySpark’s transformations.

Numpywren [8] is a serverless system for executing large-scale dense linear algebra programs. Once again, we observe the *ServerMix* pattern in numpywren. As it is based in PyWren, it relies on an external scheduler and Amazon S3 for input and output data storage. However, it adds an extra serverful component in the system called provisioner. The role of the provisioner is to monitor the length of the task queue and increase the number of Lambda functions (executors) to match the dynamic parallelism during a job execution. The task queue is implemented using Amazon SQS.

Cirrus machine learning (ML) project [4] is another example of a hybrid system that combines serverful components (parameter servers, scheduler) with serverless ones (AWS Lambda, Amazon S3). As with linear algebra algorithms, ML researchers have traditionally used clusters of VM instances for the different tasks in ML workflows. Nonetheless, a fixed a cluster size can either lead to severe underutilization or slowdown, since each stage of a workflow can demand significantly different amounts of resources. Cirrus addresses this challenge by enabling every stage to scale to meet its resource demands by using Lambda functions. The main problem with Cirrus is that many ML algorithms require state to be shared between cloud functions, for it uses VM instances to share
and store intermediate state. This necessarily converts Cirrus into another example of a *ServerMix*

Finally, the most recent example of *ServerMix* is Locus [9]. Locus targets one of the main limitations of the serverless stateless model: data shuffling and sorting. Due to the impossibility of function-to-function communication, shuffling is ill-suited for serverless computing, leaving no other choice but to implement it through an intermediary cloud service, which could be cost prohibitive to deliver good performance. Indeed, the first attempt to provide an efficient shuffling operation was realized in PyWren [2] using 30 Redis ElastiCache servers, which proved to be a very expensive solution. The major contribution of Locus was the development of a hybrid solution that considers both cost and performance. To achieve an optimal cost-performance trade-off, Locus combined a small number of expensive fast Redis instances with the much cheaper S3 service, achieving comparable performance to running Apache Spark on a provisioned cluster.

We did not include SAND [11] in the list of *ServerMix* systems. Rather, it proposes a new FaaS runtime. In the article, the authors of SAND present it as an alternative high-performance serverless platform. To deliver high performance, SAND introduces two relaxations in the standard serverless model: one in *disaggregation*, via a hierarchical message bus that enables function-to-function communication, and another in *isolation*, through application-level sandboxing that enables packing multiple application-related functions together into the same container. Although SAND was shown to deliver superior performance than Apache OpenWhisk, the paper failed to evaluate how these relaxations can affect the scalability, elasticity and security of the standard FaaS model.

Recent works also outline the need for novel serverless services providing flexible disaggregated storage to serverless functions. This is the case of Pocket’s ephemeral storage service [12], which provides auto-scaling and pay-per-use as a service to cloud functions. Similarly, [4] proposes as a future challenge the creation of high-performance, affordable, transparently provisioned storage. This work discusses two types of unaddressed storage needs: *Serverless Ephemeral Storage* and *Serverless Durable Storage*, both of which should deliver micro-second latencies, fault-tolerance, auto-scalability and transparent provisioning for multi-tenant workloads. The paper suggests that with a shared in-memory service, spare memory resources from one serverless application can be allocated to another. Finally, it also elaborates on why existing cloud services such as Redis or MemCached cannot fulfill the aforementioned storage needs. Actually, both in-memory services can be deemed as *serverful* due to their need for explicit provisioning and dedicated resources per tenant.

### 3.2 Serverless orchestration systems

An interesting alternative could be to use serverless orchestration services to coordinate and provision data analytics applications. The key question is whether these systems are actually well-prepared to orchestrate massively parallel computations. In this sense, our recent paper [13] compares three commercial serverless orchestration services along several axis: Amazon Step Functions, Azure Durable Functions, and IBM Composer, updating a previous analysis [14]. The conclusion of our study was that none of the platforms solve the orchestration of parallel computations with suitable performance.

We find that IBM Composer is the best solution available as of today. Its idea of using serverless functions for the orchestration logic is indeed a good decision to achieve fitting elasticity. However, its implementation of parallel executions fails to fulfill a reactive scheme by adding a synchronous external connection. Furthermore, the system falls short on allowing long-running workflows (some steps would be billed for idle time and waste resources); a direct consequence of the orchestration system being so tightly integrated in the FaaS infrastructure itself. We also believe that orchestration of serverless functions requires a reactive event-based design, avoiding double billing and blocking external invocations.

Unfortunately, as of today, the reality is that cloud applications are still inadvertently bound to the *ServerMix* model. In fact, several cloud providers are now transitioning to hybrid models combining serverless and serverful concepts. For instance, we have recently seen how some cloud providers like Microsoft offer *ServerMix* FaaS services such as the Azure Premium Plan for running functions
on dedicated machines while abstracting users from the provisioning phase. The Azure platform is even allowing users to pre-warm functions to reduce their cold starts.

### 3.3 Serverless container services

Hybrid cloud technologies are also accelerating the combination of serverless and serverful components. For instance, the recent deployment of Kubernetes (k8s) clusters in the big cloud vendors can help overcome the existing application portability issues in the cloud. There exists a plenty of hosted k8s services such as Amazon Elastic Container Service (EKS), Google Kubernetes Engine (GKE), and Azure Kubernetes Service (AKS), which confirm that this trend is gaining momentum. However, none of these services can be considered 100% “serverless”. Rather, they should be viewed as a middle ground between cluster computing and serverless computing. That is, while these hosted services offload operational management of k8s, they still require custom configuration by developers. The major similarity to serverless computing is that k8s can provide short-lived computing environments like in the customary FaaS model.

But a very interesting recent trend is the emergence of the so-called serverless container services such as AWS Fargate, Azure Container Instances (ACI), and Google Cloud Run (GCR). These services reduce the complexity of managing and deploying k8s clusters in the cloud. While they offer serverless features such as flexible automated scaling and pay-per-use billing model, these services still require some manual configuration of the right parameters for the containers (e.g., compute, storage, and networking) as well as the scaling limits for a successful deployment.

These alternatives are interesting for long-running jobs such as batch data analytics, while they offer more control over the applications thanks to the use of containers instead of functions. In any case, they can be very suitable for stateless, scalable applications, where the services can scale-out by easily adding or removing container instances. In this case, the user establishes a simple CPU or memory threshold and the service is responsible for monitoring, load balancing, and instance creation and removal. It must be noted that if the service or application is more complex (e.g., a stateful storage component), the utility of these approaches is rather small, or they require important user intervention.

For example, AWS Fargate offers two models: Fargate launch type and EC2 launch type. The former is more serverless and requires less configuration. The latter gives users more control but also more responsibility. An analogous issue occurs with Google: Cloud Run vs. Cloud Run on GKE. The former is automated and uses standard vCPUs, while the latter enables customers to select hardware requirements and manage their cluster.

An important open source project related to serverless containers is CNCF’s Knative. In short, Knative is backed by big vendors such as Google, IBM and RedHat, among others, and it simplifies the creation of serverless containers over k8s clusters. Knative simplifies the complexity of k8s and Istio service mesh components, and it creates a promising substrate for both PaaS and FaaS applications. GCR is based on Knative. IBM Cloud is also offering seamless Knative integration in their k8s services. Yet, it is hard to see how, in future terms, hosted Knative and k8s cloud services will reshape the current FaaS landscape, since, in its present form, have important implications on the key traits of the FaaS model such as disaggregation and scheduling.

**As a final conclusion**, we foresee that the simplicity of the serverless model will gain traction among users, so many new offerings may emerge in the next few years, thereby blurring the borders between both serverless and serverful models. Further, container services may become an interesting architecture for ServerMix deployments.
4 Towards transparency

An aspect to consider when moving existing codebases to the serverless paradigm is that of the transparency. Achieving full transparency would imply that we can compile, debug and run unmodified single-machine code over effectively unlimited compute, storage, and memory resources.

Transparency is an archetypal challenge in distributed systems that has not yet been adequately solved. Transparency implies the concealment from the user and the application programmer of the complexities of distributed systems. Coulouris et al. [15] define eight forms of transparency: access, location, concurrency, replication, failure, mobility, performance, and scalability.

But, despite all previous efforts, the problem is still open as seen in recent literature [2] and is, in fact, one of the main objectives of this project: simplifying the overall life cycle and programming model (in the application domain of big data analytics).

Waldo et al. [16] explain that the goal of merging the programming and computational models of local and remote computing is not new. They state that around every ten years “a furious bout of language and protocol design takes place and a new distributed computing paradigm is announced“. They mention messages in the 70s, RPCs in the 80s, and objects in the 90s.

In every iteration, a new wave of software modernization is generated, and applications are ported to the newest and hot paradigm. Waldo et al. claim that all these iterations may be evolutionary stages to unify both local and distributed computing. But they are pessimistic, and they believe that this will not be possible because of latency, memory access, concurrency and partial failure.

That visionary paper even considers that, in the future, hardware improvements could make the difference in latency irrelevant, and that differences between local and remote memory could be masked. But they still claim that concurrency and partial failures preclude the unification of local and remote computing. Unlike an OS, they are telling us that a distributed system has no single point of resource allocation, synchronization, or failure.

But, what if novel cloud technologies could make the unification of local and remote paradigms possible? Are we close to the end of the cycles of software modernization? Can we just compile to the Serverless SuperComputer [17] imagined by Tim Wagner, inventor of AWS Lambda?

We argue in this deliverable that recent reductions in network latency [18, 19] are boosting resource disaggregation in the Cloud, which is the definitive catalyst to achieve transparency. Even if existing Cloud services are still in the millisecond range (100ms Lambda overhead, 10ms in Kafka, 5-20ms in S3), disaggregation has already fueled the creation of serverless computing services like Function as a Service, Cloud Object Storage, and messaging. If we can go down to µs RPCs [20, 21], novel opportunities for transparency will emerge [22, 19].

We believe that the full transparency for serverless computing will arrive when all resources (compute, storage, memory) can be offered in a disaggregated way with unlimited flexible scaling. This will also require a new generation of locality-aware scalable stateful services, smartly combining disaggregation and local resources. Also, we indentify and study five open research challenges required to achieve full transparency for most applications: (i) granular middleware and locality, (ii) memory disaggregation, (iii) virtualization, (iv) elastic programming models, and (v) optimized deployment.

4.1 DDC path to transparency

The DDC path is probably the most direct but also the most shocking for the distributed systems community. In line with recent industrial trends on Disaggregated Data centers (DDC) [23], it implies a distributed OS transparently leveraging disaggregated hardware resources like processing, memory or storage.

A canonical example is LegoOS: A disseminated, distributed OS for hardware resource disaggregation [24]. LegoOS exposes a distributed set of virtual nodes (vNode) to users. Each vNode is like a virtual machine managing its own disaggregated processing, memory and storage resources. LegoOS achieves transparency and backwards compatibility by supporting the Linux system call interface and Linux ABIs (Application Binary Interface), so that existing unmodified Linux applications can run on top of it. Even distributed applications that run on Linux can seamlessly run on a
LegoOS cluster by running on a set of vNodes. For example, LegoOS shows how two unmodified applications can be run in a distributed way: Phoenix (a single-node multi-threaded implementation of MapReduce) and TensorFlow.

Another relevant work is Arrakis: The Operating System is the Control Plane [25]. Arrakis comes from previous efforts aimed at optimizing the kernel code paths to improve data transfer and latency in the OS. In Arrakis, applications have direct access to virtualized I/O devices, which allows most I/O operations to bypass the kernel entirely without compromising process isolation. Arrakis virtualized control plane approach allows storage solutions to be integrated with applications, even allowing the development of higher level abstractions like persistent data structures. Even more, Arrakis control plane is a first step towards integration with a distributed data center network resource allocator.

If the OS can be extended with unbounded resources in a transparent way, distribution may no longer be needed for many applications – single-node parallel programming is sufficient. This is completely in line with the following assessment from the COST paper [26]: “You can have a second computer once you’ve shown you know how to use the first one”. This paper presents a critique of the current research in distributed systems, and even suggests that “there are numerous examples of scalable algorithms and computational models; one only needs to look back to the parallel computing research of decades past”.

COST stands in that paper for the “Configuration that Outperforms a Single Thread“. They mainly compare optimized single-threaded versions of graph algorithms, with their equivalents in distributed frameworks like Spark, Naiad, GraphX, Giraph or GraphLab. For example, Naiad has a COST of 16 cores for executing PageRank on the twitterrv graph, which means that Naiad needs 16 cores to outperform a single-threaded version of the same algorithm in one machine.

An important reflection from this paper is that the overheads of distributed frameworks (coordination, serialization) can be extremely high just in order to justify scalability. But the COST paper is not proposing a solution to the scalability problem, since it is obvious that a single machine cannot scale enough for many algorithms.

But, what happens if we combine the COST idea with the DDC research? This is precisely what Gao et al.[23] validated in a simple experiment comparing a COST version with a COST-DDC one that relies on disaggregated memory (Infiniswap [27]). They demonstrate in this paper that the same code can overcome the memory limits thanks to disaggregation and still obtain good performance results.

DDC is openly challenging the so-called server-centric approach of development for the data center. DDC advocates claim that the monolithic server model where the server is the unit of deployment, operation, and failure is becoming obsolete. They advocate for a paradigm shift where many existing server-centric (cluster computing) approaches must yield to a more efficient way of managing resources in the Data Center.

The DDC paradigm is presenting server-centric cluster technologies as obsolete. But current mature Cloud technologies are built on top of server-centric models with commodity hardware and Ethernet networks. Hardware resource disaggregation is interesting, but it still relies on server-centric clusters for scaling. For example, LegoOS emulates disaggregated hardware components using a cluster of commodity servers. Existing OS approaches like LegoOS have still not dealt with serious distributed systems problems like scalability, consistency and security of the disaggregated resources in a multi-tenant Cloud setting.

4.2 Server-centric path to Transparency

Recent proposals are intercepting language libraries in order to access remote Cloud resources in a transparent way. For example, in the context of the CloudButton project, Crucial [28] implements a Serverless Scheduler for the Java Concurrency library. Crucial can run Java threads in Serverless functions transparently, and it also provides synchronization primitives and consistent mutable state data structures over a disaggregated in-memory computing layer. Crucial does not provide flexible memory scaling or storage transparency, and it is limited to Java applications using that library.
Another example of language level transparency is Fiber [29]. Fiber implements an alternative Python multiprocessing library that works over a scalable Kubernetes cluster. Fiber supports many Python multiprocessing abstractions like Process, Pool, Queue, Pipe and also remote memory in Manager objects. It demonstrates transparency executing unmodified Python applications from the OpenAI Baselines machine learning project. But Fiber does not support transparent disaggregated storage and memory, and it is limited to Python applications using that library.

The Fabric for Deep Learning (FfDL) [30] system moves existing Deep Learning frameworks like PyTorch or TensorFlow to the Cloud on top of cluster technologies like Kubernetes. [30] transparently provides dependability thanks to checkpointing, intercepting storage flows (file system) using optimized storage drivers to cloud object storage, and supporting locality with a gang scheduling algorithm that schedules all components of a job as a group.

FfDL gives us two interesting insights from their authors about the limitations of this system in scalability and transparency. On the one hand, the scaling was observed to be framework dependent so they could not achieve full scaling transparency. On the other hand, they explain that “the service was then increasingly used by data scientists who wanted as much control over their FfDL jobs as with their local machine“. Users wanted to download datasets or Python packages from the public Internet, interactively debug models, and stream logs to local scripts in order to monitor the progress of jobs. Many of these requests were not possible due to security limitations and the architecture of the system, which frustrated some of their users.

Another example of transparency in a serverless context, and also a software output of CloudButton project, is Faasm [31]. Faasm exposes a specialised system interface which includes some POSIX syscalls, serverless-specific tasks, and frameworks such as OpenMP and MPI. Faasm transparently intercepts calls to this interface to automatically distribute unmodified applications, and execute existing HPC applications over serverless compute resources.

Faasm allows colocated functions to share pages of memory and synchronises these pages across hosts to provide distributed state. However, this is done through a custom API where the user must have knowledge of the underlying system, hence breaking full transparency. Furthermore, when functions are widely distributed, this approach exhibits performance similar to traditional distributed shared memory (DSM), which has proven to be poor without hardware support [32, 33].

4.3 Limits of disaggregation and transparency

Current data center networks already enable disk storage disaggregation [34], where reads from local disk are comparable (10ms) to reads from the network. In contrast, creating a thread in Linux takes about 10 µs, still far from the 15ms/100ms (warm/cold) achieved today in FaaS settings. With that, compute disaggregation is already feasible when job time renders these delays negligible.

Advances in datacenter networking and NVMs have reduced access to networked storage to 1 µs, however this is still an order of magnitude slower than local memory accesses which are in the nanosecond range [19] (100ns), and local cache accesses in the 4ns-30ns range. This means that local memory cannot be neglected, and should be smartly leveraged by memory disaggregation efforts [35]. Existing efforts in memory disaggregation [36, 27, 37, 12] strive to play in the µs range, which can be a limiting factor.

This is directly related to locality and affinity requirements for many stateful applications. The systems community is starting to acknowledge that stateful services need a different programming model and resource management than the stateless ones [22, 3]. Stateful services have very different requirements of coordination, consistency, scalability and fault tolerance, and they need to be addressed differently. Stateful services show the limits of disaggregation versus locality, since in some scenarios locality still matters.

For now, locality still plays a key role in stateful distributed applications. For example: (i) where huge data movements still are a penalty and memory-locality can be still useful to avoid data serialization costs; (ii) where specialized hardware like GPUs must be used [30]; in (iii) some iterative machine-learning algorithms [38]; in (iv) simulators, interactive agents or actors[39].

Finally, another important limitation is scaling transparency, which means that applications can
expand in scale without changes to the system structure or the application algorithms. If the local programming model was designed to use a fixed amount of resources, there is no magic way of transparently achieving scalability, not to mention elasticity.

Workloads that do not need elasticity, such as enterprise batch jobs or scientific simulations, can use disaggregated resources the same way as local as they do not need scalability. However, for more user driven and interactive services, such as internal enterprise web applications, simple porting of the executables (sometimes referred as “lift-and-shift”) is rarely enough. The unchanged code is not able to take advantage of the elasticity of disaggregated resources and it is expensive to run code that is not used.

4.4 Challenges ahead

Let us review the major challenges to enable transparency for many applications:

- **Granular middleware and locality**: In line with granular computing [22, 19], we require microsecond latencies in existing middleware (compute, storage, memory, communication). In particular, there is a need to handle extremely short instantiation and execution times and more lightweight container technologies. We also require microsecond latencies in disaggregated storage and memory, messaging and collective communication.

  Granular applications are amenable to fine-grained elastic scaling, but this will not provide adequate performance without data locality. Locality and fine-grained resource management may also reduce the current cost of disaggregated resources. Locality is also needed to scale stateful services with different requirements of coordination, concurrency, consistency, distribution, scalability and fault tolerance. But existing FaaS services provide very limited locality/affinity mechanisms and limited networking, precluding inter-function communications. We foresee that next-generation container technologies may enable inter-container communication and provide affinity services for grouping related entities (e.g. gang scheduling [30]).

- **Memory disaggregation and Computational memory**: Disaggregated memory is still an open challenge and there is no available Cloud offering in this line. Many cluster technologies like Apache Spark, Dask, or Apache Ray rely on coupled and difficult-to-scale in-memory storage. Fast disaggregated memory and storage services [36, 12] can facilitate the elasticity of many cluster technologies [40].

  An important problem here is that disaggregated memory services cannot ignore the memory available in existing server-centric nodes in most Cloud providers. One option is to combine both local and remote memory resources efficiently [35]. Another potential solution here is the recent line on computational memory [41] and in-memory computing devices. Compute and memory locality (similar to mammalian brain where memory and processing are deeply interconnected) may considerably enhance computational efficiency.

- **Virtualization**: Accessing disaggregated resources in a transparent manner requires a form of lightweight, flexible virtualization that does not currently exist. This virtualization must intercept computation and memory management to provide access to disaggregated resources, and must do so with native-like performance and no input from the programmer. Current serverless platforms use Linux containers and VMs for virtualization [42, 43], which have proven to be too heavyweight for fine-grained scaling, and inappropriate for stateful applications [31, 22, 3, 44]. Software-based virtualization is a more lightweight alternative that is seeing adoption in the serverless context [45, 31], and as a replacement for Docker [46], but is not yet mature enough to transparently support non-trivial existing applications.

  Virtualization necessarily defines an interface between users’ code and the underlying system, but the nature of this interface in a transparent disaggregated context is unclear. Exposing a full Linux API makes porting legacy applications easy as shown in LegoOS [24], but requires heavy engineering and introduces historical idiosyncrasies such as fork [47]. WASI [48] aims
to provide lightweight virtualization with a subset of POSIX-like calls and a custom libc, but can only support a small subset of existing C/C++ applications. Platform-independent runtimes such as GraalVM [49] raise the virtualization layer into the language runtime itself. This affords flexibility in supporting a range of underlying hardware, but is restricted to a subset of programming languages and applications.

- **Elastic programming models and developer experience:** In some cases, virtualization technologies cannot solve problems like scaling transparency if the code is programmed to use a fixed amount of resources. We then need elastic programming models for local machines that can be used without change when running over Cloud resources. Such elastic models should take care of providing the different transparency types (scaling, failure, replication, location, access) and other aspects of application behavior when it is moved between local and distributed environments. The local executable APIs may need to be expanded to include elastic programming abstractions for processes, memory, and storage.

To fulfill the vision of disaggregation and transparency it will also be critical to provide tools for developers, enabling them to code both locally and remotely in the same manner with full transparency. Developers will need to be able to use tools to debug, monitor, profile, and if necessary access control planes to optimize their applications for cost and performance.

- **Optimized deployment:** Existing applications are a blackbox for the cloud, but the transition will imply a “compile to the Cloud” process. In this case, the Cloud will have access over applications’ life cycle and it will be able to optimize their execution performance and cost. This means that they can perform static analysis to predict resource requirements, dependencies and potential for hardware acceleration. Future Cloud orchestration services will explicitly leverage data dependencies and execution requirements for improving workloads and resource management thanks to machine learning techniques [50, 51]. This compile process will also allow advanced debugging mechanisms for Cloud applications.

Transparency efforts for different types of applications will require customizable control planes for applications. Such customization will be based on advanced observability and fast orchestration mechanisms relying on standard services and protocols. Monitoring and interception of the different resources (compute, storage, memory, network) should be available and even integrated into the data center, enabling coordinated actuators at different levels. This can enable the creation of millions of tiny control planes [52] adapted to the different applications and programming models.

We argue that full transparency will be possible soon in the Cloud thanks to low latency resource disaggregation. We foresee that next generation serverless technologies may overcome the limitations exposed by Waldo et al. [16] more than twenty five years ago. In the next years, we will be able to develop programs without taking care of address spaces, while a modern cloud environment will transparently and efficiently execute those on disaggregated resources.

The next frontier for transparency is to go beyond the boundaries of the data center, and seamlessly support heterogeneous resources in the Cloud Continuum (Hybrid/Edge/Federated/Cloud). Another important challenge is to devise elastic parallel programming models for a single machine that can transparently leverage heterogeneous resources in the Cloud Continuum.
5 CloudButton Architecture

5.1 Overall view

The main goal of CloudButton is to overly simplify Big Data applications thanks to Serverless Computing. Our recent vision paper entitled “Serverless End Game: Disaggregation enabling transparency”[53] is precisely explaining how the disaggregation of computing resources enabled by serverless computing technologies is going to enable almost full transparency.

This vision has long-lasting implications for the development of applications in the Cloud. In particular, it implies that we can move almost unmodified local applications to the Cloud. When our program uses threads and processes, CloudButton transparently runs this code in remote containers (FaaS, Knative), when our program accesses files and directories, CloudButton transparently interacts with Cloud remote Storage (Amazon S3, IBM Cloud Object Storage, Ceph, ...), and when our program interacts with memory CloudButton transparently accesses disaggregated memory (Infinispan, Redis)

This also means that CloudButton aims to minimize the creation of new Cloud APIs, and instead rely on the interception of existing programming libraries for accessing remote computing resources. The project is targeting three major software environments: Python, Java, and C++. Python is now a very popular language for data analysts with popular tools like Python Jupyter Notebooks and libraries like Numpy, Pandas, or scikitlearn. Java is also heavily used in MapReduce and machine learning environments like Apache Spark, Hadoop of Smile project among others. Finally, the project is interested in supporting HPC applications written in C/C++ and using popular environments like MPI and OpenMP.

As we see in Figure 1, CloudButton project presents three main pillars which correspond to the aforementioned Python, Java, and C++ environments. In the three cases, we see how the project is transparently decoupling the underlying disaggregated Cloud resources (Compute, Storage, In-Memory).

Aside from being built on top of disaggregated resources, the three software pillars of Figure 1 share the CloudButton goal of expressing a wide range of existing data-intensive applications with minimal changes.

In the case of Python, IBM and URV are leading efforts around IBM Pywren and the interception of native Python libraries like multiprocessing and concurrent.futures libraries. Porting an existing Python multi-threaded application that uses multiprocessing can be as simple as modifying some import statements. These efforts have demonstrated simplicity by moving very different Python applications and notebooks to the Cloud in Metabolomics and GeoSpatial use cases. There are also ongoing efforts to transparently support Python libraries like Scikitlearn on top of our serverless disaggregated software stack. As we explain in WP3 and D3.2 deliverable, IBM PyWren is a popular open source project with an active community and already used in production inside IBM.

In the case of Java, IMT and URV are leading efforts around the Crucial Java Serverless Toolkit. Crucial is also intercepting the standard Java Concurrency APIs, by providing a Serverless Executor that can run threads over Serverless Functions. Crucial also provides shared mutable state and synchronisation primitives in the Concurrency API (Barrier, AtomicLong, AtomicList) over RedHat Infinispan In-Memory middleware. Thanks to these APIs, we demonstrated different machine learning algorithms and applications like KMeans, Logistic Regression, and Random Forests in SMILE, a Java ML library [54]. As we explain in WP4 and D4.2 deliverable, Crucial is an open source project that leverages and benefits from Redhat Infinispan’s Java open source community.

In the case of C/C++ and HPC, IMP is leading efforts around FaasM WebAssembly serverless Toolkit. WebAssembly is a popular Intermediate Language that allows the compilation/execution of multiple programming languages like C/C++, Javascript and many others. FaasM is intercepting POSIX APIs in WebAssembly to execute threads in serverless containers that can also benefit from locality and shared memory. IMP is demonstrating that is is possible to port existing C++ HPC applications using MPI and OpenMP. As we explain in WP5 and D5.2 deliverable, FaasM is an open source project that has raised the interest of the WebAssembly and serverless community.
In summary, all three pillars software outcomes are committed to the global objective of providing simple programming models for serverless cloud infrastructures targeted to existing data-intensive applications and implying as few changes as possible.

![Figure 1: Big picture of the CloudButton architecture](image)

### 5.1.1 Integration among the different components and contributions

As the project advances, we have seen an increase on the maturity and popularity of Knative and CNCF technologies as standard serverless building blocks for Kubernetes. For this reason, we believe that Knative can be the unifying framework for all the software components created in the context of the CloudButton project. Moreover, the adoption of Knative is a step towards serverless standardization: it simplifies the building of container-based, serverless applications that can deploy and run on any cloud: public, private, and hybrid.

On the one hand, CNCF K8s is becoming a Cloud standard, with many public Cloud providers supporting those technologies. But Knative as a serverless layer over K8s has a strong potential for **portability** and standardisation. Google is now offering a multi-tenant serverless K8s and Knative in their Google Cloud Run service, but many others are following like IBM coligo, VMware/Dell, NetApp, or Alibaba among others.

The three main pillars of the project will run on top of Knative technologies in a transparent way. Some of the components of the CloudButton project have already started the convergence towards Knative. For instance, IBM-PyWren has support for running over Knative on any Kubernetes cluster [55], and Faasm is already integrated with Knative [56]. There are ongoing efforts in Crucial (URV, IMT) to deploy it over Knative clusters.

ATOS’s efforts are focused on instrumentation and SLAs of Knative clusters using K8s technologies. This means that all their work is compatible with the different software stacks built on top of it.
Also the testbed provided by ATOS is build around Knative technologies.

RHT Infinispan has actively worked in the integration of Infinispan with K8s technologies, first providing a K8s operator, and then providing an auto-scaling service that can be integrated in a Knative cluster. Redhat also improved the interoperability of Infinispan with other programming languages. Again, all pillars can benefit from an Infinispan in-memory service deployed in the Knative cluster and offering auto-scaling support.

Finally, an essential service for interconnecting and integrating different services is Serverless Orchestration relying on Knative and CNCF CloudEvents standards. We refer here to WP3 D3.2 section on Serverless Orchestration, and in particular to the recent publication title "TriggerFlow: Trigger-based Orchestration of Serverless Workflows" [57]. In this work, we present an integrated event-based architecture that enables the orchestration of Cloud technologies.

IBM and URV are working together in the integration of serverless orchestration technologies using Knative Eventing, KEDA, but also serverless orchestrators for K8s like Argo and KubeFlow. In the end of the project, we will be able to orchestrate Big Data pipelines with stages using different technologies like Python, Java or FaasM.

The convergence towards Knative will enable the orchestration of serverless workflows using different components of the CloudButton architecture. In order to allow these workflows orchestration, each component will provide an invocation endpoint and termination events. Platforms like ARGO and Triggerflow (developed in the context of this project) will be used to put together workflow steps implemented with different serverless technologies and even other steps that require serverful components.

5.2 Early prototypes

In this section we will describe the different early prototypes that make up the main software components of the CloudButton Architecture. The unifying framework for all components is the serverless cluster using CNCF K8s technologies.

- **Serverless Infrastructure (OpenWhisk, Knative, Prometheus):** IBM and ATOS are collaborating on smart scheduling and provisioning creating novel Kubernetes Schedulers adapted to Serverless Data Analytics. They will optimize both cost and performance for Big Data experiments deployed in the Cloud. See D3.2 [58] for a detailed description of the serverless infrastructure.

- **Serverless Orchestration (Airflow, Kubeflow, Argo):** IBM and URV are working together in creating new tools enabling the orchestration of Big Data pipelines over serverless functions and containers. The tools will provide declarative DAGs (Directed Acyclic Graphs) for the definition of the pipelines. Such DAGs will be leveraged by the underlying Serverless Infrastructure to optimize resource usage. For example, we have extended Apache Airflow with new FaaS Big Data Operators [59] and we also have adapted Argo for Big Data pipelines on serverless containers.

- **Mutable State Middleware (Crucial, Infinispan):** IMT, URV, and RHAT have created a novel disaggregated mutable middleware including consistent data structures and programming abstractions for stateful Big Data analytics over Infinispan. We offer proof of concept machine learning algorithms packaged as Functions that can be executed and orchestrated by CloudButton Core in a K8s cluster. RHAT is working to integrate Infinispan and this middleware in the K8s stack, and it will provide controllers for flexible auto-scaling of ephemeral and replicated Infinispan clusters. For an in-depth description of the mutable state middleware see D4.2 [60]. Source code repositories: https://github.com/danielBCN/crucial-dso / https://github.com/infinispan/infinispan

- **WebAssembly FaaS Runtime (Faasm):** Imperial have created a novel lightweight and polyglot FaaS runtime over WebAssembly technology. This middleware offers code-shipping models where lightweight functions can be colocated and access local shared memory in an efficient
CloudButton toolkit multiprocessing API: a multcloud framework that enables the transparent execution of unmodified, regular Python code against disaggregated cloud resources. It provides the same API as Python’s standard multiprocessing and concurrent.futures libraries. Source code repository: https://github.com/cloudbutton/cloudbutton

5.2.1 Multi-cloud support

Current serverless computing platforms range from the traditional Functions-as-a-Service [62, 63] to the newest Container-as-a-Service [64, 65] services. Moreover, tens of open-source frameworks backed by Kubernetes are available in the community [66, 67]. With such an array of options, it is not unreasonable for a user to wonder: “Which serverless computing service should I use?”, particularly under the shadow of the vendor lock-in problem. Vendor-specific APIs and SDKs make it difficult for users to move their applications from one under-performing cloud to another, simply because switching to a better provider is deemed too costly. In this sense, the continuous evolution of serverless APIs and features does nothing but to further aggravate this problem. In such a scenario, a multcloud approach can bring the needed flexibility to leverage the best of each cloud platform and overcome vendor lock-in, so developers can fully enjoy the benefits of serverless computing.

Therefore, the CloudButton toolkit adopts a multcloud-agnostic architecture, in an effort to ensure portability and overcome vendor lock-in problems. The CloudButton toolkit enables transparent access for users to virtually unbounded multcloud resources as nothing more than writing a program with a familiar language.

An interesting example of the multi-cloud support is the CloudButton Serverless Benchmark (https://cloudbutton.github.io/benchmarks/), a helpful tool to compare serverless offerings (Compute, Storage) in different public cloud providers. The benchmark evaluates compute power and scalability of cloud providers by running multiple compute intensive tasks concurrently. It also evaluates the throughput of read and write operations to the object storage services of different cloud providers currently, the benchmark supports 6 FaaS services (IBM Cloud Functions, AWS Lambda, Microsoft Azure Functions, Google Cloud Functions, Google Cloud Run, and Alibaba Aliyun Function Compute) and 5 Object Storage services (IBM Cloud Object Storage, AWS S3, Microsoft Azure Blob, Google Storage, Alibaba Aliyun Object Storage Service).
6 Testbed description

For the experimentation with components developed within CloudButton, the testbed has been set up with the following features:

### 6.1 Features of the contract with ITER

- Three bare-metal servers (see Table 2)

<table>
<thead>
<tr>
<th>node1714-2</th>
<th>node1714-3</th>
<th>node1714-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU 16 Cores (32 threads)</td>
<td>CPU 16 Cores (32 threads)</td>
<td>CPU 16 Cores (32 threads)</td>
</tr>
<tr>
<td>Memory 32 GB RAM</td>
<td>Memory 64 GB RAM</td>
<td>Memory 64 GB RAM</td>
</tr>
<tr>
<td>Disks 3 x 6TB HDD</td>
<td>Disks 2 x 6TB HDD</td>
<td>Disks 2 x 6TB HDD</td>
</tr>
<tr>
<td>Network 2 x 1 GbE</td>
<td>Network 2 x 1 GbE</td>
<td>Network 2 x 1 GbE</td>
</tr>
<tr>
<td>OS Ubuntu 18.04.4 LTS</td>
<td>OS Ubuntu 18.04.4 LTS</td>
<td>OS Ubuntu 18.04.4 LTS</td>
</tr>
</tbody>
</table>

Table 2: Testbed provided by ITER

- One private network connecting the three nodes.
- One public network C class.
- The offer includes outbound network traffic on a shared channel with no capacity limitations on the link available for commercial traffic. The link for commercial traffic has a maximum shared throughput of 2.000 Mbps.

In order to maximise the use of the storage, we have organised the disks on each of the nodes as follows:

- For nodes node1714-2 and node1714-3 we have set the disks on RAID1, to add up the total storage capacity (18Gb and 12Gb respectively):

- For node1714-4 we have one physical disk (6T) and one logical volume (5T) assigned to Ceph Object Store, as it needs dedicated volumes, while 1T logical volume is left for the operating system.

### 6.2 Object Storage

#### 6.2.1 Ceph

We have installed a Ceph Object Storage [68] cluster on the three nodes, making use for the storage of the disks (one logical of 5Tb and one physical of 6Tb capacity) in node1714-4 (Ceph Storage node). Ceph is ideal for storing unstructured data that can grow without bound. The cluster is made up by three Ceph MONitor nodes (node1714-2, node1714-3 and node1714-4), two Ceph ManaGeR nodes (node1714-2 active and node1714-3 standby), and two Ceph Object Storage Services (OSDs) on node1714-4. We have installed an Ubuntu VM to work as the Ceph RADOS Gateway [69] that provides the Ceph S3 API-compatibility, that is necessary for the CloudButton processes to access the object storage.

#### 6.2.2 MinIO

In order to split the disk access of the different use-cases, and due to the fact that they have different needs, we have installed Minio Object Storage [70]. This object storage is also S3 API compatible, and will allow us to make use of the storage of nodes node1714-2 and node1714-3 storage. Minio is a High-Performance Object and it can be configured as a native Kubernetes storage. We have used aws cli tool to access the object storage and verify S3 access.
Figure 3: Storage structure of node1714-2.

Figure 4: Storage structure of node1714-3.
Figure 5: Storage structure of node1714-4.

Figure 6: Ceph health.

Figure 7: MinIO on node1714-2.
6.3 Software installed on the nodes

After gathering internal requirements for the software to be available in the testbed, we decided to install a Kubernetes cluster with three nodes. node1714-2 will be the master of the Kubernetes cluster and the point of entrance to the testbed, from a ssh key-protected connection to a Public IP.

Knative v.0.14.0 serving and eventing [71] and the Observability Plugin [72] are also installed, in order to serve the CloudButton Core.

Knative Observability plugin is being used by the CloudButton-SLA component described on D3.2 [58] to obtain the metrics necessary for task T3.3 Instrumentation and QoS. The CloudButton-SLA is already installed on node1714-3, and the development and unit tests of the tool are made in there.

IBMPywren on Knative has also being installed [73]. Pywren functions are the basis of CloudButton Serverless Data Analytics Platform.
6.4 Metabolomics Use case on the testbed

The metabolomics use case Pywren annotation pipeline[74] can run on the testbed. A JupyterLab[75] has been installed in node node1714-2 in order to run the Python notebooks that made up the experiments. From all the possible settings that Pywren implements, today we can use IBM Cloud Functions[76] and Knative as computer backends and IBM Cloud Storage[77] as storage backend. Thus, the pipeline makes use of Pywren to create a runtime that is executed in Knative Serving. The metabolomics use case experiments are being used to test the cloudbutton-SLA as described in Deliverable D3.2 [58].

6.5 Future Work

- With the final implementation of Ceph for Pywren, metabolomics use case will run on ceph storage, totally independent from resources other that those provided by the testbed. Also, with the integration of Minio into Pywren, this object storage will also be tested.
- Use cases will be able to test the performance in a private Kubernetes cloud, and the cloudbutton-
Figure 12: Output of experiment-1 running on node1714-2 from Pywren-Knative runtime.

SLA will be able to collect contextual metrics and perform the benchmarking to define an appropriated SLA for the performance of each of the applications, as described in D3.2[58]

- A backup scheduling for the data between the two Object Storages will be defined, to increase the high availability of the data.
7 Metabolomics use case

7.1 Experiments description

Metabolomics is an emerging field of biological and medical importance. Metabolomics complements genomics, transcriptomics, and proteomics in detecting and interpreting small molecules, the final readout of cellular programs. Metabolomics is already shedding light on cancer, diabetes, immunity, where reprogrammed metabolism is accepted to be a key hallmark, and carries an undisputed potential to unveil impact of microbiota and exposome on human health and disease. In the Horizon2020 project METASPACE (2015-2018), EMBL has developed a cloud platform for metabolite annotation in the cloud, that is currently being used by 100+ research labs worldwide and represents a rapidly growing collection of 8000+ spatial metabolomics datasets (Figure 13).

The METASPACE knowledgebase has two components: raw imaging mass spectrometry data and metabolite images produced from the raw data by our bioinformatics engine. Each raw dataset is a multi-gigabyte hyperspectral image of over 1 million of channels. Metabolite images are obtained from the raw data with the help of advanced custom bioinformatics and data-intensive computing currently performed on AWS using Apache Spark. The results represent a fraction of percent of the raw data and are accessed either through a web-app for interactive exploration or through a GraphQL API particularly by using Python Jupyter notebooks. However, currently most of the raw data is left unexplored, often called as "black matter" in spatial metabolomics. What is important for CloudButton is that the computational workflow of METASPACE includes custom algorithms and involves invokations of numerous repetitions of individual steps that makes it "embarrassingly parallelizable" (Figure 14).

7.2 Current status and next steps

In the current reporting period, we have achieved all the planned objectives.

Datasets: EMBL has prepared the benchmark datasets and shared them with the partners as well as publicly through the specially-setup repository: https://github.com/metaspace2020/pywren-annotation-pipeline#example-datasets. This included datasets from six tissue sections provided by
Figure 14: The workflow of the serverful METASPACE indicating the steps and the numbers of invocations of every step for processing of one dataset. Numerous repetitions of each step make this workflow a perfect target for implementation into a serverless version ("embarrassingly parallelizable").

EMBL and our collaborators, as well as 12 molecular databases which are used in METASPACE for molecular annotation. In every experiment, molecules from a database are searched for in a dataset. The datasets and databases were selected so that their combinations represent various scenarios: from small to typical to large to huge computing scenarios.

Figure 15: Overview of the datasets provided by EMBL and its collaborators for benchmarking the serverless implementation of METASPACE. With owners permission, we have made these datasets public through our GitHub https://github.com/metaspace2020/pywren-annotation-pipeline.

Experiments: EMBL has prepared three experiments representing the main computing scenarios in METASPACE. **Experiment 1, "Typical use case"**, is representative of a normal use-case on METASPACE, which makes it suitable for head-to-head comparisons. There is often limited time available on the higher-spec PC used for initial data capture as it is a shared resource, so usually the analysis will
be performed from scientists’ or students’ lower-spec laptops. **Experiment 2, "Interactive reprocessing"**, is representative of a new type of functionality that we currently don’t support in METASPACE because it’s uneconomical with the serverful approach. While looking for specific compounds, scientists tend to have relatively short lists of molecules of interest, and iteratively try different adducts or modifiers until they find the data they’re interested in. **Experiment 3, "Stress test"**, aims to ensure that the limits of are similar to METASPACE, this is one of the larger datasets that has been processed. For every experiment, we have prepared the relevant datasets and databases as well as prepared the metrics to be used for benchmarking.

**Metrics:** EMBL has formulated the following metrics to be used for benchmarking: 1) total processing time, 2) latency for retrieving all images of target ions, 3) cloud provider costs, and finally 4) developer time. For every experiment, we decided which metrics are critical and which goals should be achieved (Figure 16).

---

**Example notebooks**

The main notebook is `pywren-annotation-pipeline-demo.ipynb`, which allows you to run through the whole pipeline, and see the results at each step.

There are also 3 notebooks prepared for benchmarking that can be run with Jupyter Notebook:

1. `experiment-1-typical.ipynb` - Demonstrates running through the whole Serverless metabolite annotation pipeline with a typical dataset, downloading the results and comparing them against the Serverful implementation of METASPACE.
2. `experiment-2-interactive.ipynb` - An example of running the pipeline against a smaller set of molecules, to demonstrate the potential of Serverless to provide low-latency access to computing resources.
3. `experiment-3-large.ipynb` - A stress test that runs the Serverless metabolite annotation pipeline with a large dataset and many molecular databases.

---

Figure 16: The specific use cases formulated for benchmarking of the serverless version of METASPACE, the decision diagram for evaluating the improvements compared to the state-of-the-art serverful version, as well as a screenshot from our GitHub repository where we have prepared Jupyter notebooks for every specific use case [https://github.com/metaspacen2020/pywren-annotation-pipeline#example-notebooks](https://github.com/metaspacen2020/pywren-annotation-pipeline#example-notebooks).

EMBL and IBM together have developed a prototype serverless implementation of the METASPACE. The implementation is available at our GitHub with 273 commits as of July 2021 (Figure 17): [https://github.com/metaspacen2020/pywren-annotation-pipeline](https://github.com/metaspacen2020/pywren-annotation-pipeline). The implementation was de-
deployed on the IBM Cloud and the benchmarking is in progress. For the benchmarking, EMBL and IBM have prepared Jupyter notebooks which use the serverless implementation of METASPACE: https://github.com/metaspace2020/pywren-annotation-pipeline#example-notebooks. Each notebook executes the serverless METASPACE and performs the benchmarking according to the specified metrics. Although the benchmarking is still in progress, based on our experience in porting the Apache Spark implementation of METASPACE into serverless using PyWren-IBM-Cloud, we can already say that the serverless technology and in particular PyWren-IBM-Cloud provides a competitive alternative to Apache Spark in terms of the code readability and ease of the development. It allowed us in a short time to implement a serverless version of METASPACE computing engine and promises to dramatically increase its scalability, reduce the costs, and minimize the deployment efforts.

Figure 17: The architecture of serverless METASPACE showing preliminary estimates of times in seconds for processing an average dataset. The comprehensive benchmarking of serverless METASPACE is in progress and will be reported in the next reporting period.

8 Genomics use case

The importance of genomics to our society could hardly be overstated. An increasingly large number of applications have genomics at their focus — among them molecular cancer treatments, personalised medicine, and combating viral diseases. The recent worldwide reaction to Covid-19, and the promise to deliver an effective vaccine in a short time window, all hinge upon the availability of technology to sequence genomic material (nucleic acids) quickly and effectively (Figure 18).

Genomics is a data- and compute-hungry science, rooted as it is in sequence analysis. Genomes and their products (mainly DNA and RNA) are routinely sampled and decoded in order to establish how the cellular machinery works in different species. That has spurred the production of a staggering amount of sequence data, which results in several PB being added to global data stores every year (Figure 19).

In this situation, it is obvious very difficult for any single institution to be able to keep up. While high-performance computing (HPC) installations are becoming increasing commonplace in biology
departments, providing enough capacity to support demand peaks or (re-)analyse public datasets produced by large consortia is becoming increasingly challenging. The cloud would be an obvious solution to this problem, as it can supply enough elasticity to accommodate exceptional demand in HPC power without the need for scientific institutions to permanently acquire and maintain the corresponding physical infrastructure.

However, traditional cloud services are typically much more expensive than buying computing hardware, which discourages medium- and large-sized institutions from giving up their HPC clusters. With its offer of virtually unlimited computing power for a fraction of the cost of regular cloud services, serverless computing might provide a cheaper, more scalable and more attractive alternative adequate for genomics.

8.1 Experiments description
The genomics use case is being developed by BioSS, a scientifically independent sub-institute of The James Hutton Institute (and previously by The Pirbright Institute – the Pirbright PI moved to BioSS/JHI a few months after the beginning of the CloudButton project, resulting in a change of consortium partner). The use case revolves around using serverless cloud computing to facilitate large data analyses that are needed to contain, control and eliminate economically and medically important diseases within a One Health approach.

One-Health sees all the components of an ecosystem as intimately related – as Covid-19 and other pandemics clearly show, all stages of the viral life cycle and their direct and indirect effect on all potential host species must be taken into account as a whole. Hence, for a viral disease, possible interactions with vectors, different reservoirs, zoonotic spillages of infection from animal to human

Figure 18: Phylogenetic tree of SARS-CoV-2, the virus causing Covid-19. Each point corresponds to a viral sequence obtained from high-throughput sequencing data (source: NextStrain).
hosts, and consequences on agriculture and human development, are all subjects of study. Whenever policy recommendations are needed by deciders in the government and other public bodies, the insights resulting from One-Health are likely to be much more effective than those produced by other approaches.

Our original approach focused on a use case whereby, due for instance to the emergence of a novel pathogen, a researcher had to quickly (re-)analyse in the cloud a very large and heterogeneous dataset touching upon different biological aspects of the pathogen’s action. In order to simulate such a scenario, we proposed to re-process a number of publicly available datasets in the domains of:

Livestock genomics. Typically they are functional studies, focused on understanding if and how the cells of species interesting for farming (cattle, pig, goat, sheep, horse, etc.) work differently from those of model organisms, and how they respond to stress and infection.

Virus-host interaction. That is obviously at the core of the response to a viral disease — understanding the mechanisms and details by which cells are differently susceptible to a given virus is essential to decipher and control the disease.

Immunologic studies involving cancer cells. Several diseases relevant to animals centre on viral infections of components of the immune system, which eventually turn into tumours. Comparing with similar human diseases can shed light on common mechanisms and possible solutions for both animals and humans.

After the inception of the project it was decided that the datasets at point (3) will be dropped, due to potential GDPR-related concerns formulated within the consortium.
Most of the datasets for points (1) and (2) are publicly accessible ones from the FAANG (Functional Annotation of ANimal Genomes) consortium [78, 79]. They provide genomic and functional information on livestock species (see [80]). Each file considered for those datasets is typically in the range of 10-30GB uncompressed, and during the first 6 months of CloudButton alone several thousand datasets have been added to the repository.

The experiments aim to demonstrate a number of facts:

- Prove that our existing genomics workflows can be successfully ported to serverless architectures
- Demonstrate that the serverless implementations can scale up to very large external datasets that we would not necessarily be able to store locally, or we would be unwilling to store locally long-term
- Prove that the scientific results generated by our analysis workflows on the local HPC cluster and on CloudButton platforms are the same
- Demonstrate that the technology developed within CloudButton allows us to gather new biological insights. In the scenario we are considering, such insights would arise from the comparison between our local datasets and larger datasets publicly available; the latter would require the re-analysis of a large amount of data and hence take a long time, or too much space, if we were to process them locally
- Evaluate efficiency/cost-effectiveness of the cloud solution versus local computing.

We will reprocess the datasets we have selected through our in-house bioinformatics pipeline (an evolution of the RNA-sequencing analysis pipeline based on the GEM mapper [81] used in [82]) re-implemented on the top of the CloudButton toolkit, and compare them to the results obtained by running the pipeline locally on the HPC cluster shared between BioSS/JHI and other UK research institutes.

The first basic step performed by most analysis workflows, and the first one we would like to migrate to the cloud, is called the alignment of sequence reads to a reference genome. By this we mean that, given a short chunk of DNA produced by a sequencer (a read), we want to find all the regions in the genome having a similar sequence, up to a pre-determined amount of differences between the read and the identified region. Equivalently, we want to locate all the regions in the genome that might have originated the sequencing read, as the accumulation of reads allows us to identify parts of the genome which are functionally active under different biological conditions (see Figure 20). Doing so is a computationally expensive operation, which usually takes most of the time used by analysis pipelines – the reference genome can be large and repetitive, one has to perform string searches with mismatches due to possible errors in the read or the reference, and billions of reads need to be processed, possibly more than once, for each experiment.

In fact, each RNA-sequencing read needs to go through a much more complex analysis workflow than just alignment, due to the biology underlying transcription of DNA into RNA. The basic processing steps can be described as follows:

1. First, the read is aligned continuously, from its beginning to its end, to the reference genome
2. Second, the read is continuously aligned to the transcripts present in the annotation, if such annotation has been provided
3. Third, the read is aligned non-continuously, i.e. in two or more chunks, to the reference genome. That is because, due to the biological mechanism of splicing, a continuous sequence in transcript space can originate from different non-contiguous blocks in the genome (the exons) being transcribed together after the intervening sequences (the introns) have been skipped. As a result, some RNA-sequencing reads will not align to the genome as a continuous sequence. This
Figure 20: Transcriptional landscape of Marek’s disease virus, a virus causing cancer in chicken and large economic losses to the poultry industry. The plot show the results of several RNA-sequencing experiments as a genome browser. Local accumulations of reads due to alignment produce a biologically relevant signal.
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Figure 21: The computational structure of the basic sequence alignment step as performed by our workflow to analyse RNA-sequencing data.
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stage of the pipeline is also called de-novo split mapping; it allows the unbiased detection of most introns even though they are not present in the original annotation or the annotation is unknown.
4. Fourth, all the introns present in the annotation (if an annotation has been supplied) and those detected at the previous stage are collected. An extended annotation (i.e., an extended set of transcripts) is generated, and the read is aligned to it.

5. Finally, all the alignment generated at stages (a), (b) and (d) are collected, merged to eliminate redundancies, and scored by their quality (the more errors with respect to the reference sequence and the less unique the sequence, the lower the final score).

Each step of the alignment block requires a highly optimised piece of HPC code. The code base for the GEM mapper alone comprises several tens of thousands of lines of C code, and other steps are implemented as a large library written in the OCaml [83] functional programming language.

Unfortunately, not all the components of the analysis pipeline translate straightforwardly to serverless architectures. One example is the need for alignment programs based on the Burrows-Wheeler transform, such as the GEM mapper, to generate and store into memory a binary data structure known as an index. The index is a transformed version of the reference genome; thanks to its design, it allows to quickly find exact queries in the reference, ultimately making possible the implementation of fast error-tolerant alignment algorithms for sequencing reads. Mammalian genomes such as the human one are relatively large (about 3 billion nucleotides) and as a result the index for a whole human genome can be bulky, ranging from several hundred MB to several GB, depending on the implementation. Unfortunately, such large amounts of memory are not generally available in a serverless framework. Another problem is the fact that at the moment there is no support for OCaml in WebAssembly.

8.2 Current status and next steps

The initial stages of the genomics use case have been executed according to the original program – in particular resulting in the successful formulation of part of Deliverable 2.1.

Unfortunately, further progress in the genomics use case has been hindered by the move of the Pirbright PI to another institution, BioSS, roughly six months after the start date of the CloudButton project. Due to that, hiring personnel at Pirbright was judged unwise and postponed. At the same time a partner change from Pirbright to BioSS was initiated, and took several more months to be completed. When the funding was finally transferred to BioSS in February 2020, Covid-19 hit, resulting in a recruitment ban which was lifted only very recently (end of June 2020). As a result, very small amounts of the original budget have been spent so far. Recruitment is now under way, and a suitable plan is being put in place in order to make up for the time lost so far.

Despite all these problems, in the meantime Pirbright/BioSS was able to team up with the Large-Scale Data and Systems Group at Imperial and instigate substantial initial progress in the porting to serverless of the key alignment block of Figure 21.

It is possible to devise several algorithmic ways of circumventing the problem of the large index to be loaded into memory prior to alignment. One of these is the idea of splitting the reference genome into smaller chunks. That introduces a degree of inefficiency, as one is forced to re-align the same read to all the chunks, and one will need to collect and merge all the alignments at the end of the computation (see Figure 22). The latter stage is compute intensive and relatively complex from the standpoint of data transport, as it requires data produced on a number of machines located anywhere in the cloud to be collected and processed at the same place. Nonetheless, the overall gain in computing power acquired by moving to serverless should be amply sufficient to offset the additional cost and lead to a significant reduction in the overall wall-clock time.

Together with the porting of the GEM codebase to WebAssembly, which has also been successfully performed by Imperial, this design represents a first, fundamental ingredient towards migrating to serverless architectures arbitrarily complex workflows for the analysis of sequencing data. Eventually the analyst will be able to choose between local execution, when available resources are sufficient, and remote processing on the cloud, whenever the situation requires very fast processing of a very large amount of data. The tools will certainly be more and more useful in the future, as our biosecurity is challenged by novel and increasingly aggressive threats.
9 GeoSpatial use case

9.1 Experiment 1 and 2

The first two experiments of this use case, described in Deliverable D2.1, are the following:

- **Experiment 1: High-resolution hybrid land-cover mapping**: Through multi-temporal imagery from Sentinel 2 MSI sensor and LiDAR point cloud data from PNOA (National Plan of Aerial Orthophography), we have carried out a hybrid land-cover classification of Peninsular Spain by means of advanced analytical remote sensing fusion techniques. In particular, supervised classification of image objects, OBIA, for 12 Sentinel-2 images, one per each month of the year, and after that, the land-cover discrimination outcome will be refined by LiDAR-derived 3D metrics using this toolkit has been performed in local storage. Data acquisition as well as pretreatment and data processing with the results for each use case has been developed.

- **Experiment 2: 3D fuel mapping for forest risk assessment**: We have used the same source of satellite and LiDAR big data described in the first experiment. We have generated a fuel map of three large regions of Peninsular Spain, which include protected areas, using remote sensing fusion techniques and following an object-based classification model. Segmented and supervised classification of Sentinel-2 images and 3D LiDAR-derived metrics as input data shrub and tree canopy structure of two dates (reference years) have been used as input data in spatial fire risk modeling, that also benefits from high resolution elevation models and other topographic input variables. The outcome is a high-resolution forest fire risk map that is useful for decision-making in forest planning and management (a meaningful increase in map accuracy and better land-cover discrimination). See Figure 23.
9.1.1 Implementation

A series of scripts were developed to automate the downloading of sample data. There is a script for each data source to consult. The results of each of the scripts are stored in the corresponding directory directory "inputs/results". Some of the developed scripts are the following:

- **Script lidar.py**: This module contains useful methods to download images

- **Script read_dbLiDAR.py**: Creates a .laz file from a sql query to a postgresql database with the option, recommended, of indicating the maximum extent or the path to a vector layer from which to get the extent. If the created file it’s too big, must be divided into tiles afterwards.

- **Script read_temperatures.py**: Returns a shapefile with temperature points from a database. The contains AEMET temperature data for the period 1971-2017.

- **Script upload_lidar.py**: This module contains a method for uploading point clouds.

The next step developed was the treatment of the data to generate samples and classes.

The script fcc.py creates the ratio of one class with respect to all the points based on the calculation of the Covered Fit Fraction (FCC), presented by García et al [84]. It will depend on the raster entered in the function if the FCC, TCC or SCC is calculated.

Starting at this point we can proceed with the Machine Learning approach. Here we will carry out the training and prediction with data in GPKG files. A Docker container with Spark 2.4 pre-installed has been used and Geopandas 0.4.1 has been installed. Geopandas is used to read the
GPKG and Spark format for Machine Learning: train the model and generate the prediction. The docker container used is jupyter/pyspark-notebook. Firstly, we generate an ML model to determine land use, then we will use the ML model generated with the training script to try to predict land use.

Then we proceed with the validation. Scikit-learn 0.20.3 and Geopandas 0.4.1 have been used. Geopandas is used to read the GPKG format and Scikit-learn to verify the results using "Cross Validation" to validate the model.

Preprocessing section: Here we classify the overlap points as noise, this way it is easier to ignore them in the subsequent processes.

```python
import pandas as pd
import numpy as np
from geopandas import read_file, GeoDataFrame
from sklearn.model_selection import train_test_split
from sklearn.ensemble import RandomForestClassifier

dataGlobales = read_file("../predicciones/entrenamientoTopFixed.gpkg")
dataEntrenamiento = read_file("../predicciones/entrenamientoTopFixed.gpkg")
df = dataEntrenamiento[("cat", "tipo").merge(dataGlobales, on="cat", how="left").dropna()]
columnas=["area", "perimeter", "id", "compact_circle", "81_cen", "81_neen", "81_median", "81_stddev", "81_min", "81_max", "81_variance", "81_sum",
y,
]
x = array(df["id"])
y = array(df[columnas])

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=0)

clasificador = RandomForestClassifier(n_estimators=30)

from sklearn.model_selection import ShuffleSplit, cross_val_score
cv = ShuffleSplit(n_splits=10, test_size=0.2, random_state=0)
evaluacion = cross_val_score(clasificador, X, y, cv=cv)

print("IVA NO PREDECICIONES noACIERTO media: \$0.2f, desviación tipica: \$0.2f" % (cv.evals, evaluacion.mean(), evaluacion.std()**2))
```

Figure 24: Sample script: validation of the ML model to determine land use.

### 9.1.2 Current progress

The serverless model provides us with many benefits for these use cases, once the model has been trained we can perform the classification on new maps and specific regions simply by sending a trigger to our preconfigure system, this allows us to save a lot on costs since the system would not have to be running constantly as would be the case with the traditional virtualization system.

During the first months of the project, important progress has been made regarding the first two experiments. Difficulties with different libraries and the parallelization of processes have been resolved achieving the development of local use cases successfully.

Fundación Matrix had recruitment problems which were aggravated by the existing health crisis. This is the reason for not having implemented the experiments in CloudButton. However, at the moment, we are actively working on it to obtain the expected results as soon as possible.

IBM Cloud service has been recently configured. The next goal is to work in a serverless paradigm, the code migration to the new scenario, use IBM-PyWren to parallelize tasks and to do preliminary tests for running several functions along with scaling up use case experiments. The expected result will be a clear improvement of map quality in comparison with current CLC mapping. The same method will be applied using other computer facilities to test the same experiment in a selected sample of small areas of Spain, including photo-interpretation verification procedures. Cloud versus local processing comparison will be used to assess the incremental performance improvement.

### 9.2 Experiment 3: Water Consumption

The use case for this experiment was specified in D2.1 Experiments and Initial Specifications [5], chapter 5.
The use case consists in comparing water use estimates obtained from two different databases over extended regions of irrigated crop fields and then map differences in the water use footprint of irrigated arable lands in representative large areas of Peninsular Spain.

On the one side, we use high-resolution NDVI index (Normalized Difference Vegetation Index) derived from satellite imagery, we identify actual irrigated crop areas and we estimate water consumption using multi-date imagery data along the growing season. The continuous update of open-access databases and the utilization of the CloudButton capabilities make possible the mapping these variations along a certain period of time with frequent updates. Originally the intention was to combine these results with LiDAR data (Laser Imaging Detection and Ranging), a remote-sensing technology, from PNOA to discard tree vegetation areas and refine the model. LiDAR data were finally not used because there were not needed for this experiment.

On the other side, we estimate and map water consumption indicators considering the officially declared and georeferenced irrigated arable land area which is available from SIGPAC, the Geographic Information System for the Agricultural Common Policy open access database and specific correction factors (irrigated land area where to calculate the crop water consumption volume).

The comparison of both results identifies non-coincident areas which help to monitor water use efficiency and funding resource allocation.

An inventory of the data sources needed for this experiment was performed:

- to select the region to work with it, we use administrative regional data, i.e. National Geographic Institute (CNIG-IGN).
- to extract multispectral bands and calculate indexes we use Sentinel-2 data from Copernicus constellation of satellites (European Space Agency).
- to estimate the kind of crop in the selected area we use SIGPAC, the spatial information contained in the Geographic Information System of the Common Agricultural Policy.
- to get the meteorological information data, we use different meteorological stations located in the study area:
  - Agricultural Information Service of Murcia (SIAM)
  - Spanish Meteorological Agency (AEMET)
- All the above data are used to estimate the water requirements of the crops.
- to evaluate the water estimations that the experiment provides as output, we use Irrigation communities information.

### 9.2.1 Script development and notebook creation

The following scripts were implemented for:

- Downloading data from satellite and other sources:
  - Download images Sentinel-2 web Copernicus
  - Download LiDAR web CNIG data (finally not used in this experiment)
  - Download different meteorological data sources
  - SIGPAC data request
- Correction and filtering of data:
  - Radiometric correction in Sentinel-2 images
  - Geometric correction in images Sentinel-2
  - Topological filtering of SIGPAC data
• For selection of areas:
  – Selection of work zones to homogenize the data

• For calculation of parameters including water consumption:
  – Calculation of agricultural SIGPAC areas
  – Calculation of irrigated SIGPAC areas
  – Calculation of NDVI (Normalized Difference Vegetation Index): NDVI (Normalized Difference Vegetation Index) is a simple graphical indicator that can be used to analyze remote sensing measurements, often from a space platform, assessing whether or not the target being observed contains live green vegetation.
  – Calculation of average NDVI (per area and per month)
  – Calculation of NDVI statistics at the SIGPAC plot level
  – Evapotranspiration: from NDVI and Kc coefficient evapotranspiration can be calculated and therefore water consumption.

We implemented other scripts in Phyton: preparation of meteorological maps, Areas of cultivation and changes in land use, Arboreal crops, and State of crops.

This project consist of eight notebooks, the three first notebooks explained are the ones meant to be used by the end user:

• **Data preparation**: This notebook will get the tiles captured by Sentinel-2 and will perform an atmospheric correction process to clean the result. The generated files will be then transformed into a cloud optimized GeoTiff format which will be uploaded to IBM Cloud Object Storage (COS).

• **NDVI Calculation**: processes previously uploaded files in Data preparation notebook to IBM Cloud Object Storage and computes NDVI (Normalized Difference Vegetation Index) in parallel using PyWren for IBM Cloud.

• **Average NDVI Calculation**: The current notebook processes previously calculated NDVI values in NDVI Calculation notebook in IBM Cloud Object Storage and computes an average NDVI by month or by SIGPAC zone.

• **Memory Profiler**: utility notebook used to measure memory consumed by a python script. Imposes serious memory limitations for containers being executed: each container can not exceed 2GB of RAM usage.

• **Multiprocess Data preparation**: a multiprocess version of Data preparation. This notebook will get the tiles captured by Sentinel-2 and will perform an atmospheric correction process to clean the result. The generated files will be then transformed into a cloud optimized GeoTiff format which will be uploaded to IBM Cloud Object Storage (COS).

There are two other notebooks:

• **Performance**: Comparison of NDVI Calculation: local vs cloud: This notebook aims to compare local calculation of NDVI index versus the cloud calculated version.

• **Water consumption**: computes an interpolation of temperatures in each pixel based on SIAM extracted data.
9.2.2 Calculation of NDVI and average NDVI

Figure 26 represents the workflow to calculate the NDVI and the average NDVI. There is a first phase of the process that requires the download and filtering of the base information. For this, the required dates of the products must be selected, as well as the portion of territory that is desired as a work area. Once this is done, the information is downloaded, but this process is slow and its parallelization is not possible. On the other hand, atmospheric and geometric correction is necessary and recommended to minimize distortions in the image that may be caused by clouds or alterations in satellite movement, sensor failure, etc. From this moment, when the starting information has been optimized, it can be uploaded to the cloud.

These cleaned data from the Sentinel-2 satellite serve, among many other things, to calculate the NDVI (Normalized Difference Vegetation Index). This process must be calculated every month of the year, in order to have a reference of the evolution of the crops in the study area.

On the other hand, the SIGPAC (Geographic Information System Common Agriculture Policy) plot is used, where the different crops that occur in the territory are officially reflected. This vector information also provides the parcel reference limits, so it constitutes very useful information to compare with the NDVI. This allows discrimination between arable land and tree crops, which means that, knowing the type of crop, the Kc value necessary to calculate their evapotranspiration can be established.

At this point, joining the NDVI (raster) and the SIGPAC (vector) plot, it is possible to calculate the mean of NDVI values for each of the plots.

SIGPAC data were not precise enough for the crop which is a requirement to calculate Kc coefficient but these SIGPAC data help to get to know two things: areas with crops and their geometry and extension.

9.2.3 Identification of parallel tasks

We performed calculations of sequential time, RAM and Space of all the scripts that were generated. We then performed a first identification of potential parallel tasks to be considered for the transition to serverless. We made a study and design for parallelization of NDVI calculation with PyWren for IBM Cloud.
Image data transformation was optimized for cloud using Cloud Optimization GeoTiff file format. We went though the last step finalisation of the experiment to estimate the water consumption requirements of crops. And finally we performed the serverless implementation of the calculation of functional potential evapotranspiration.

All the scripts are available at the following source code repository: https://gitlab.answare-tech.com/cloud-button/notebook/tree/master

The works linked to the GIS (Geographic Information System) and Remote Sensing, by its very nature, cause large volumes of data to be handled, both in raster and vector formats. This implies, on the one hand, the need to work with increasingly precise data, or what is the same, with increasingly smaller pixels (raster). On the other hand, the ability to handle the information associated with vector data is also an increasingly prevalent need for companies and public administrations. This means that datasets are getting bigger and more complex. The ability to process and store all this information is another factor to consider, which limits, or makes the process very expensive.

The circumstances expressed justify that both private companies, research centers or public administrations, may require the technologies supported by CloudButton tools and serverless technology, since it greatly streamlines the workflow, avoiding bottlenecks when processing these bulky datasets, allowing projects to move forward and take on a greater workload.

In the presented use case, work has been done on a regional scale, but this technology would allow working on a national or continental scale with a unique agility, being of great help to all the technicians who are dedicated to these work areas and who, in many cases, see that their jobs or expectations are limited because they do not have sufficient technical capabilities available.
10 Conclusions

In this deliverable, we presented an overview of the project architecture, alongside with the project vision and Serverless Analytics and state of the art. We also described the current progress of the use cases and the validation testbed.

As aforementioned, the next steps will be focused on the integration of the different building blocks and software components. These building blocks are already starting to converge to use Knative as their common serverless platform. We believe that multitenant Knative technologies are going to revolutionize the serverless setting across all cloud providers. An essential service for interconnecting and integrating different services is Serverless Orchestration relying on Knative and CNCF CloudEvents standards.

Another objective that will be further addressed during the second half of the project is the search of the full transparency to seamlessly port existing codebases to the serverless paradigm. The goal is to provide simple programming models for serverless cloud infrastructures targeted to existing data-intensive applications and implying as few changes as possible.

Likewise, we will devote efforts to ensure that CloudButton toolkit supports all major cloud providers, a key aspect to increase the adoption of the project software outcomes.
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